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Graph Convolution Networks (GCN)

• Spectral method
• Non-spectral method:

• Represent a node using its neighbors by an iterative
manner

• GCN
• Aggregator:
• Updater:

• GraphSAGE
• Aggregator:
• Updater:
• AGGREGATE function: avg/max pooling, LSTM

J.Zhou et al. Graph Neural Networks: A Review of Methods and Applications 
D.K.Duvenaud et al. Convolutional networks on graphs for learning molecular fingerprints. NIPS 2015
W.L.Hamilton et al. Inductive representation learning on large graphs. NIPS 2017



Graph Attention Networks (GAT)

• Aggregator:

• Updater:

P. Velickovic et al. Graph attention networks. ICLR 2018



GNN in Social Recommendation (DANSER)

Q. Wu et al. Dual Graph Attention Networks for Deep Latent Representation of Multifaceted Social Effects in Recommender Systems. WWW 2019

• Three Graphs:
• user-item interaction;
• user social network;
• item-item network (attract same user)



GNN in Social Recommendation (DANSER)

• GAT to capture social/item-item homophily

• GAT to capture social/item-item influence



GNN in Social Recommendation (DANSER)

• Pairwise Neural Interaction Layer 

• Policy-Based Fusion Layer



Experiments



GNN in Knowledge Graph
Recommendation (KGAT)

X. Wang et al. KGAT: Knowledge Graph Attention Network for Recommendation . KDD 2019

• Collaborative Knowledge Graph: Add the user-item bipartite graph to the original KG
• Embedding Layer:

• TransR:
• Attentive Embedding Propagation Layers 

• Information Propagation:

• Knowledge-aware Attention:
• Information Aggregation:



GNN in Knowledge Graph
Recommendation (KGAT)

• High-order Propagation:

• Model Prediction:

• Optimization: BPR ranking loss + TransR loss, optimize the two loss
alternatively



Experiments



Experiments

Better Performance in Sparse Recommendation



Experiments
Case study: Explainability



GNN in User-Item Bipartite Graph (GCMC)

• Regard the sequential recommendation as a dynamic graph link prediction problem
• Use GCN as graph information aggregator:

S.G. Fadel et al. Link Prediction in Dynamic Graphs for Recommendation. NIPS 2018



GNN in User-Item Bipartite Graph (SCoRe)

• Traditional CF models:
• No sequential dynamics
• Collaborative information is used in an implicit manner

• Sequential recommendation models:
• Just use user-side temporal dynamics

• Ignorance of collaborative information

• Sequential incremental graph models:
• Lack of high-order propagation

• Graph aggregator is simple and not effective enough

• Sequential Collaborative Recommender:
• Spatial: uses collaborative information explicitly by exploiting high-order

relations

• Temporal: models both user- and item-side temporal dynamics



GNN in User-Item Bipartite Graph (SCoRe)

• Co-Attention Graph Network to aggregate high-order spatial information:



GNN in User-Item Bipartite Graph (SCoRe)

• Importance Sampling Strategy to reduce noise:



• Temporal Interactive Dual Sequence Modeling:

GNN in User-Item Bipartite Graph (SCoRe)
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